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Abstract: Motion estimation is an essential topic in computer vision, having a 
large number of applications, such as tracking and video compression, to name a 
few. This paper presents a voting-based motion estimation algorithm that combines 
two categories of methods, namely dense methods (optical flow) and sparse 
methods (block-matching). The obtained results proved that the proposed approach 
is fast, robust and reliable, thus being suitable for integration in unsupervised 
video processing systems. 
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1. Introduction 

The main idea of motion estimation is (given a sequence of images, usually a 
video) to find the motion, namely what moved in the sequence and how or how 
much it moved (the direction and magnitude) as we step through the images in the 
sequence [1]. Usually, we want to find the motion between every two consecutive 
frames at the same point in the image space. We may be interested in finding the 
motion of some regions of the image, the motion in some specific sampling points, 
or the motion of all pixels of the image. Thus, the output of motion estimation 
algorithms is a 2D vector field. The vectors are defined at some points in the image 
space, or at every pixel, which represents an estimation of the motion at that 
particular point or in a neighborhood of that point). The vector field is calculated at 
each frame based on the difference with the previous frame. 
 

1.1. Previous work 

In the past years, the domain of motion estimation had evolved considerably [1][2]. 
There are two major categories of methods for motion estimation mentioned in the 
literature: direct methods and indirect methods [3][4]. 
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In the first category, there are the methods presented in the scientific world: 

 Dense/direct methods – estimate motion in every pixel based on the 
temporal and spatial variation of the intensity at that point ([15], [18], 
[19]) 

 Block-matching methods – divide the image space into blocks of equal 
size and estimate the motion for each block based on the correlation of 
the intensities of the pixels in that block and the ones in the other frame. 
They can further be generalized to so-called “region-matching” methods 
that use regions of arbitrary shapes instead of rectangular blocks 
[20][7][8]. 

 Phase correlation – compute an estimate of the global motion between 
two frames based on their Fourier transform. In some research papers are 
mentioned as frequency-domain methods [16]. 

 Optical Flow – compute a motion vector between two consecutive 
frames [12]. 

The second category is the indirect methods that have at the base the features 
(corner detection): 

 Feature-based methods – these methods find feature points and track 
them across multiple images; they estimate the motion of only the feature 
points based on the locations they are found in the images [5]. 

1.2. Problem motivation 

Dense methods are based on a Taylor series approximation that only holds for 
small displacements of the same object point in the two frames. Thus, they are well 
suited for videos with a “small” amount of motion. On the other hand, block-
matching methods can detect more significant motions depending on the size of the 
search region parameter; however, they are more computationally intensive. 

We can obtain a sparse motion estimation method from a dense method by 
skipping pixels, or equivalently, by sampling the pixels regularly in the image 
space, at a given interval. Similarly, for a sparse method that computes the motion 
vector for a specific block, we can shift the block by any number of pixels and 
apply the same procedure to estimate the motion vector for any pixel in the image 
space (or decrease the block size up to a few pixels) – and obtain a dense method 
from a sparse one. 

Thus, we can tune the “sparsity” of the methods and combine the advantages of the 
two methods into one voting-based algorithm. 
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2. Proposed Method 

The method proposed here calculates the motion vector fields at the same “sparsity 
level” using the two methods described above, and then combines their results into 
a single output. 

Firstly, the two methods will be described in detail, and then the final voting-based 
method will be presented. 

For simplicity, the experiments consider only gray-scale image sequences. 

 

2.1. Optical flow 

This method [13][14] considers a sequence of images represented by a function 
𝐼 = 𝐼(𝑥, 𝑦, 𝑡), where 𝑥 and 𝑦 are the spatial coordinates (the locations of the pixels) 
and 𝑡 represents time (or the frame number). The final goal is to estimate the 
motion vector [𝑢, 𝑣] for every sampling point (𝑥, 𝑦) in the image space and 
between every two consecutive frames (𝑡 and 𝑡 + 1). 

It was considered a specific point (the blue point in Figure 1) at coordinates (𝑥, 𝑦) 
in the frame 𝑡, moving along the motion vector [𝑢, 𝑣], so in the frame 𝑡 + 1, the 
blue point will be at the location (𝑥 + 𝑢, 𝑦 + 𝑣). A reasonable assumption is that 
the point will appear in the same color (or the same intensity value) in the frame 
𝑡 + 1 at the new location, so this gives the brightness constancy constraint 
(equation (1)). 

𝐼(𝑥, 𝑦, 𝑡) = 𝐼(𝑥 + 𝑢, 𝑦 + 𝑣, 𝑡 + 1) (1) 

 

Figure 1 – Optical Flow Example 

Now, if the motion vector [𝑢, 𝑣] is sufficiently small, the following Taylor series 
expansion holds:  
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𝐼(𝑥 + 𝑢, 𝑦 + 𝑣, 𝑡 + 1) ≃ 𝐼(𝑥, 𝑦, 𝑡) +

𝜕𝐼

𝜕𝑥
⋅ 𝑢 +

𝜕𝐼

𝜕𝑦
⋅ 𝑣 +

𝜕𝐼

𝜕𝑡
  (2) 

From (1) and (2) it can be obtained:  

 𝐼௫ ⋅ 𝑢 + 𝐼௬ ⋅ 𝑣 + 𝐼௧ = 0 (3) 

In (2) and (3), 
డூ

డ௫
, 

డூ

డ௬
, 

డூ

డ௧
 or, 𝐼௫,  𝐼௬, 𝐼௧ represent, respectively, the estimates of the 

derivatives of the image function 𝐼 (concerning 𝑥, 𝑦, and 𝑡). 

The motion vector at (𝑥, 𝑦) can be computed by solving equation (3) for 𝑢 and 𝑣. 
The equation has two unknowns (underconstrained linear system of equations). A 
unique solution, in this case, is not available, and there are infinitely many. To 
overcome this, there are some approaches: 

 Horn & Schunck [19] – impose a smoothness constraint on the motion 
vector field across the image; together with (II.3) this becomes a 
minimization problem: we need to find the motion vector field 
𝑢(𝑥, 𝑦), 𝑣(𝑥, 𝑦) such that the following expression is minimized:  

 
ඵ൫𝐼௫𝑢 + 𝐼௬𝑣 + 𝐼௧൯

ଶ
+ 𝜆൫𝑢௫

ଶ + 𝑢௬
ଶ + 𝑣௫

ଶ + 𝑣௬
ଶ൯𝑑𝑥𝑑𝑦 (4) 

where 𝑢௫, 𝑢௬, 𝑣௫, 𝑣௬ represent the derivatives of the motion components and 
𝜆 is a tunable parameter. 

 Lucas & Kanade [14] – they assume a local smoothness of the motion 
vector field in the neighborhood of point (𝑥, 𝑦); more precisely, the 
assumption is that the motion vector [𝑢, 𝑣] is the same for every pixel in 
a small window around that point; the size of this window is a parameter 
that can be modified. This is the method that is used in the presented 
voting-based algorithm. 

By writing (3) for every pixel 𝑖 in the window, the result is an overconstrained 
system of 𝑁 equations (the number of pixels in the window) with only 2 unknowns, 
𝑢 and 𝑣: 
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 (5) 

where the subscript represents the pixel number. By making the above notations it 
results: 

 
𝐴 ⋅ ቂ

𝑢
𝑣

ቃ = 𝑏 (6) 

The above is an overconstrained system of 𝑁 equations and 2 unknowns and in 
general, has no solution. However, it can find the “closest solution”, the one that 
minimizes the error: 

 
𝐸 = ቛ𝐴 ቂ

𝑢
𝑣

ቃ − 𝑏ቛ
ଶ
 (7) 

by solving the normal equation:  

 
(𝐴்𝐴) ቂ

𝑢
𝑣

ቃ = 𝐴்𝑏 (8) 

If 𝐴்𝐴 is invertible, we have:  

 
ቂ
𝑢
𝑣

ቃ = (𝐴்𝐴)ିଵ𝐴்𝑏 (9) 

which gives the following final expressions: 

 

⎩
⎪
⎨

⎪
⎧𝑢 =

∑ 𝐼௬𝐼௧ ⋅ ∑ 𝐼௫𝐼௬ − ∑ 𝐼௫𝐼௧ ⋅ ∑ 𝐼௬
ଶ

∑ 𝐼௫
ଶ ⋅ ∑ 𝐼௬

ଶ − ൫∑ 𝐼௫𝐼௬൯
ଶ

𝑣 =
∑ 𝐼௫𝐼௧ ⋅ ∑ 𝐼௫𝐼௬ − ∑ 𝐼௬𝐼௧ ⋅ ∑ 𝐼௫

ଶ

∑ 𝐼௫
ଶ ⋅ ∑ 𝐼௬

ଶ − ൫∑ 𝐼௫𝐼௬൯
ଶ

 (10) 

where the summations are performed over the whole window around the point 
(𝑥, 𝑦). 

If the point (𝑥, 𝑦) corresponds to a flat region, then the motion vector cannot be 
computed, as the matrix 
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𝑀 = 𝐴்𝐴 = ቈ
𝐼௫

ଶ(𝑥, 𝑦) 𝐼௫(𝑥, 𝑦)𝐼௬(𝑥, 𝑦)

𝐼௫(𝑥, 𝑦)𝐼௬(𝑥, 𝑦) 𝐼௬
ଶ(𝑥, 𝑦)

቉ (11) 

(which is the second-moment matrix of the Harris corner detector) is not invertible 
(or close to singular). 

It can be seen from (10) that the complexity of calculating the value of one motion 
vector for 1 frame is 𝑂(𝑊ଶ), where 𝑊 is the size of the window over which the 
summations are done. 

To combine this technique with the following one, a consideration was made. A 
rectangular grid is considered over the image space and computes the motion 
vector at the center of each block/grid cell. 

2.2. Block matching 

 
Figure 2 – From left to right: a. reference frame; b. current frame; c. (dis)similarity 

function. Where: red – current block, orange – sliding window, purple – 
search region, green – minimum of the dissimilarity function 

The image is divided at time 𝑡 (current frame) into a rectangular grid of blocks, as 
in Figure 2. Then, for every block, the aim is to find out the location in image space 
where that block was in the previous frame 𝑡 − 1 (reference frame) – that is, the 
location that best matches the current block [11]. To do so, it was considered a 
sliding window [10] (having the same size as the block) that swipes the reference 
frame and for each location in the reference frame, it was computed similar the 
region in the sliding window is to the current block. For that, it was used a 
(dis)similarity function such as the mean squared error (MSE). 

So, for a block at coordinates (𝑥, 𝑦), and a particular position of the sliding 
window, displaced by (𝑑௫ , 𝑑௬) from (𝑥, 𝑦), the dissimilarity/cost function of the 
two regions is: 

 
𝜖൫𝑑௫ , 𝑑௬൯ = ෍ ቀ𝐼௧(𝑥 + 𝑖, 𝑦 + 𝑗) − 𝐼௧ିଵ൫𝑥 + 𝑑௫ + 𝑖, 𝑦 + 𝑑௬ + 𝑗൯ቁ

ଶ

௜,௝

 (12) 

where the summation is performed on a block-sized region around point (𝑥, 𝑦) 
show in Figure 2. As the difference between the intensities of the two regions at 
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corresponding locations is bigger, the cost function is bigger. So, the challenge is to 
find the displacement ൫𝑑௫ , 𝑑௬൯ that minimizes the cost function [9]. To do that, the 
motion vector (𝑢, 𝑣) is chosen to be: 

 
(𝑢, 𝑣) = −𝑎𝑟𝑔𝑚𝑖𝑛(ௗೣ,ௗ೤) 𝜖൫𝑑௫ , 𝑑௬൯ (13) 

Alternatively, it can be used a similarity function such as cross-correlation and try 
to maximize:  

 
𝜖൫𝑑௫ , 𝑑௬൯ = ෍ 𝐼௧(𝑥 + 𝑖, 𝑦 + 𝑗)𝐼௧ିଵ(𝑥 + 𝑑௫ + 𝑖, 𝑦 + 𝑑௬ + 𝑗)

௜,௝

 (14) 

 

Figure 3 - The motion compensation vector 𝐴𝐵ሬሬሬሬሬ⃗  

If it is denoted by 𝐴 the center of the current block and 𝐵 the location that gives the 
minimum cost, it can be seen that the point has moved from 𝐵 to 𝐴, so the motion 
vector at point 𝐴 is 𝐵𝐴ሬሬሬሬሬ⃗  (Figure 3): 

 
ቂ
𝑢
𝑣

ቃ = 𝐵𝐴ሬሬሬሬሬ⃗ = ቂ
𝑥஺ − 𝑥஻

𝑦஺ − 𝑦஻
ቃ (15) 

If it is known that the motion is less than a specific value 𝑢௠௔௫ pixels on 𝑥 
direction, 𝑑௫ can be restricted to vary in the interval [−𝑢௠௔௫, 𝑢௠௔௫] (similarly for 
𝑦 direction; thus, the restriction is the search for a block to a search region around 
(𝑥, 𝑦) – see Figure 2). 

The complexity of the method is 𝑂(𝑆ଶ𝐵ଶ) for 1 motion vector and for 1 single 
frame, where 𝑆 is the size of the search region and 𝐵 is the block size. 
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2.3. The Voting method 

This section presents the output of the two previous methods with (𝑢ଵ, 𝑣ଵ) and 
(𝑢ଶ, 𝑣ଶ). Then the voting method considers the output of the voting method as the 
arithmetic means of the two:  

 
(𝑢௩௢௧௜௡௚ଵ, 𝑣௩௢௧௜௡௚ଵ) = ൬

𝑢ଵ + 𝑢ଶ

2
,
𝑣ଵ + 𝑣ଶ

2
൰ (16) 

Another possibility is to take the mean of both magnitude and angle, such as in 
Figure 4. 

 

Figure 4 – The two cases for the voting method proposed 

 

3. Implementation details 

The motion estimation algorithms presented above were implemented in 
MATLAB. 

The application opens a video and then loops through every frame, generates, and 
displays a motion field between the current and previous frame. In this case, this 
application was considered a rectangular grid over the image space and perform the 
motion estimation in the center of every grid cell. 

For the first method - optical flow - the spatial derivatives of the image 𝐼௫, 𝐼௬ were 
computed using a Sobel filter and 𝐼௧ as the difference between the current and 
previous frame. The final motion vector components using was computed using 
equation (10). 

As for the second method, for each location was looping through the search region, 
and compute the cost function using equation (12). The application keeps track of 
the position that gives the minimum value for the cost function and then calculates 
the motion vector by using equation (15). 
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4. Results 

The results of the voting approach are displayed in Figure 5. 

     

Figure 5 – Proposed Voting Method. From left to right: a. original image, b. optical 
flow, c. block matching, d. voting approach 1 e. voting approach 2 

The methods presented above are very computationally intensive and only worked 
for very small size input images. The optical flow method often gives highly 
inaccurate results, especially at the boundary of objects, where the assumption of 
constant motion field is violated. The optical flow method is unstable in flat 
regions (the denominator in (10) goes to zero since the matrix in equation (11) is 
singular). Moreover, this method is susceptible to noise and only works for tiny 
motions (up to a few pixels). The Block-matching method is more robust than the 
previous, but unfortunately, the complexity is higher. However, many 
optimizations can be added to improve the efficiency of the method, such as 2D 
logarithmic search, pixel subsampling, pixel projection etc. [4] 

Some performance measurements are given below in Table 1 and Table 2. 

 Optical flow Block matching 

Parameters: window size = 2 Search region: 16 

88 × 60 × 2 frames 9.46 s 9.62 

352× 240 × 2 frames 14.09 14.63 

Table 1 – Performance measurements with Block size 8 

Block matching  Optical flow 

Search region Time  Window size Time 

32 16.65  2 14.15 

16 14.63  3 13.47 

8 13.78  1 13.38 

2 15.06    

Table 2 – Performance measurements in time for block-matching and the optical 
flow 
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5. Conclusions 

Although motion estimation is an essential topic in computer vision, most of the 
algorithms are very computationally intensive, and there is still room for 
improvement, especially for real-time applications. Every class of algorithms is 
suitable for a specific problem, and one needs to consider the requirements of the 
underlying application when choosing the appropriate method. 

The presented motion detection approach will be used in the future in an 
unsupervised system containing various voting-based modules [21-23], with the 
explicit purpose of ensuring increased reliability and robustness, as well as better 
confidence in the obtained results. 
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